
Visualization of Vanilla Reward Model Features

ReMoDetect: Reward Models Recognize 
Aligned LLM’s Generations 

TL; DR. Observe reward models recognize aligned LLM-generated texts (LGTs) and continually train reward  
model for effective and robust aligned LLM-generated text detection.

Experimental Results

ReMoDetect: SOTA LGT Detector
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Method: Continual Preference Tuning

Improve the detection ability of the reward model

1.  Continual Preference Tuning.

Finetune the reward model with LLM/Human text pairs.

2. Reward Modeling with Mixed Responses

Synthesize the Human/LLM mixed text to enable the 
detector to learn a better decision boundary.

Robustness against text Length

Robustness against Paraphrasing Attack

Summary of Contribution

Outperforms Commercial Detector

Aligned LLMs optimized to maximize preferences.
↔ LGTs have higher rewards than human-written texts.

1. Hypothesized and proven LGT commonly have 

higher rewards than humans.
2. ReMoDetect outperforms other methods.
3. ReMoDetect is robust and efficient.

Societal risk of LLM-generated text (LGT)

• e.g., fake news generation, academic corruption
Generalizability of Detecting LGTs

• Need to detect vast numbers of unseen LLMs.
Common Characteristics of LLMs

• Modern LLMs are aligned to human preference.

Introduction

Research Question: Identify common characteristics 
of LGTs and find effective ways to detect them.

ReMoDetect outperforms other detectors in detecting 
LGTs in unseen LLM, unseen domains.

Motivation & Observations

ReMoDetect is efficient


